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I. INTRODUCTION

In 1910, de La Vallee Poussin published in [2] some researches on the
following approximation problem: given the continuous function x(t)
defined on the interval -1 ~ t ~ 1 and given n + 1 distinct points to '00" tn

in [-1, 1], it is required to determine that polynomial pet) of degree <n
which best approximates x(t) on the discrete point set {to '00', tn}. The poly­
nomial p which is sought is therefore expected to produce a minimum value
of the following expression:

Illax I x(ti ) - p(ti ) I .
O"Sz:S:.n

(I)

If the polynomial p were permitted to be of degree n, then (l) could be made
zero by taking p to be the Lagrange interpolating polynomial.
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The problem of minimizing (I) did not arise out of unmotivated curiosity.
Indeed, the solution of this problem is a crucial step in the systematic deter­
mination of the polynomial of best approximation on a continuum. One of
de La Vallee Poussin's own theorems states, in fact, that the polynomial of
degree <n which best approximates the given function on the interval
[-I, I] is the polynomial of best approximation on an appropriate subset
of [-1, I] consisting of n + I points.

As is well known, the determination of the polynomial of best approxi­
mation on an interval is a nonlinear problem. By this we mean that the
operator M which assigns to x its best approximation p is a nonlinear operator
on C[-I, I]. In contrast to this, the polynomial which minimizes the
expression (I) depends linearly on x. In this important characteristic the
process resembles Lagrange interpolation: both processes define linear
projection operators.

In this essay, we study the general operators of which de La Vallee Poussin's
is the prototype. Thus we consider projections onto n-dimensional spaces
which utilize n I quanta of information concerning the projected element.
The information is delivered in the form of values of n + I linear functionals.
We examine families of such projections, and seek out those which are
optimal in a certain sense. There exist cases in which de La Vallee Poussin's
operator possesses this optimality property.

Some of the preliminary discussion is purely algebraic, and this part is
presented first in a general setting. The extremum problems are, however,
couched in a space of continuous functions, and our concrete examples all
concern the approximating family of algebraic polynomials.

A few conventions about notation and terminology are as follows. The
composition of two maps is written A B. If X is a linear space, if Z; E X and
iffi E X*, then the tensor notation L "L,;:di ® Z; denotes a linear operator
L: X ---+ X whose value at x is Lx "L,;:lf;(x) Z;. A set of functionals
fl ,f~ ,... defined on a linear space X is total over a subspace Y if 0 is the only
element of Y having the property fl(Y) f2(Y) = ... O. Finally, if Y ex
and f E x* then the symbolism f J_ Y signifies that f( y) c= 0 for all Y E Y.

2. ALGEBRAIC PROPERTIES OF CERTAIN STANDARD OPERATORS

Let X be a normed linear space, and let Y be an n-dimensional subspace
in X. Suppose further that a set of n + 1 continuous linear functionals on X
has been prescribed:

{.f~ ,II"'" f;,} C x* (2)

The problem of de La Vallee Poussin mentioned above has the following
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interpretation. Using the given set of linear functionals, one defines a semi­
norm on X via the equation

Ll(x) = max I f;(x) I
O<i~n

(x EO X). (3)

This leads to a natural approximation problem involving X, Y, and Ll.
Namely, for each x EO X, one seeks those elements YEO Y for which the
deviation Ll(x - y) is a minimum. In de La Vallee Poussin's original problem,
of course, the.h are "point functionals" defined by fJx) = x(ti ), and Y is
the subspace of algebraic polynomials of degree < n.

In order to give a succinct solution to de La Vallee Poussin's problem, it
is convenient to introduce a functional <l> having the following form and
properties:

n

<l> = L Oit;.,
i~O

n

L j 0i I = I.
i=O

(4)

The existence of <l> follows from the observation that y* is of dimension n,
and accordingly, the restricted functionals}; ! Y form a linearly dependent
set.

THEOREM 1. Let the set of functionals (2) be total over Y. Then there
exist qo ,... , qn in Y such that };(qj) = 0ij - OJ sgn 0i' The operator
A = L~~o}; @ qi is a linear projection of X onto Y and solves de La Vallee
Poussin's problem: Ll(x - Ax) ~ Ll(x - y) for all x E X and YEO Y

Proof Since {fo ,... ,fn} is total, a subset of n elements spans y*; say
Lh ,... ,fn] = Y*. Select qo ,... , qn E Y so that };(qj) = Oij -OJ sgn 0i
(1 ~ i ~ n, 0 ~ j ~ n). One can verify that this equation is valid then for
i = 0 also. The verification depends upon calculating 0 = <l>(q,) =

Oofo(qj) + 0,([ 00 I - Ojo) and noting that 00 -:f:- O. (If 00 = 0 then
<l> = L~~l Oi}; ..1 Y)

In order to see that A acts like the identity map on Y, it is enough to prove
that}; 0 (I - A) = sgn Oi<l>, because the functionals}; are total over Y This
equation is easily established by a calculation. Using this equation we
complete the proof by writing for any x E X and y EO Y,

Ll(x - Ax) = max I}; 0 (I - A) x I ~ I <l>(x) [
I

= I <l>(x - y)1 = II Oi};(X - Y)I
~ max I};(x - y)/ L /OJ I = Ll(x - y). I

Another important type of projection from X onto Y is the analog of the
classical Lagrange interpolator. Select an index i and suppose that the set
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Un ,,,,,;;-1 ,Ji+l ,... ,;~} is total over Y. (Equivalent to the assumption that
0i +- O.)ThenthereexistwijE YsuchthatfJwij) = Dvj for 0 ~} ~ n,} +- i,
v +- i, 0 ~ v ~ 11. Put Wu 0 for convenience and define

n

L i c= Ijj l\'ij .
j~O

(5)

One verifies easily the interpolation property jj 0 L i =;; (i +- j) and the
following useful equations:

/; 0 (I - L i ) = 0;1 ep

L j = L i ep

(i j, 0i 0),

(if Oi +- 0),

(if OiOj 0).

(6)

(7)

(8)

THEOREM 2. The operator A is a convex linear combination of the operators
L i (only those that exist !). III fact,

A I i OJ L i ·

Consequently, II A II ~ maxei~O II L i il·

Proof Let B =~ 2::8700 I 0i I L i . In order to show that A =c= B it is enough
to prove that;; 0 A = :fi 0 B for i= 0, ... , 11. As in the proof of Theorem 1,
/; 0 A = fi -- (sgn 0,) <P.

t ··cB~= '\' IO·I"j·cL.'/.. L:J ,l_ J

oi700

I OJ ! .I, L i , I i OJ /;
0#)
j#i

= I Oi i[--Oi l <p! .I;] +.li[1 - i 0i)]

= j~ -- (sgn 0i) <P.

The above calculation must be slightly modified if Of = O. I

THEOREM 3. IfP is any projection of the form L~~oj; ® Yifrom X onto Y,
then P and A are related by the equation

A = P - <P @Pq, qE X, f;(q) == sgn Of •

Proof The operator P - A must be of the form <P u for some U E Y
(Lemma 2 of [4]). Since (P-- A) q= <P(q) u = u, it is now only necessary
to prove that Aq c= O. It suffices to provet:(Aq) = 0 for each i. By Theorem 1,
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THEOREM 4. If all the 8i are different from zero, then each projection of
the form P = I.:oh @ Yi ofX onto Y can be written as an affine linear combi­
nation ofthe interpolating projections Li ; explicitly, P = I.~~o [1 -- f;(Yi)] Li .

Proof By Theorem 3 of [6], P is an affine linear combination of Lo , ... , Ln.
Let

n

P=" ALL 11

i~O

n

I Ai = I.
i,-"O

For each i, let Xi be an element of X such thatjj(xJ = Ou (0 ~ j ~ n). Then
Lixi O. Consequently,

fi(Yi) = f;(Px;) = f; (I AjLjx,) = I A;1;Lj x, = I A;1;Xi
} J-r-l joj-i:

= I \ = I - Ai' I

3. THE SPACE OF CONTINUOUS FUNCTIONS

The considerations of Section II are now specialized to the space X = C(T)
of all continuous real-valued functions defined on a compact Hausdorff
space T. In X the norm is given by II x [I =~ SUPta : x(t):. For each t E T,
a point functional i is defined on X by the equation i(x) = x(t). Any operator
L: X ---+ X which can be written in the form L = L;:l ii Xi is said to be
carried by the point set {t1 , ••. , tm }. The carrier of an arbitrary operator L
is the smallest closed set seT with the property that Lx = 0 for all x
satisfying x I S = O. For a subset S of T it is convenient to define the semi­
norm II x :Is = sup{[ x(s)l: s E S}.

LEMMA 1. Let L be a linear operator from C(T) to C(T), and let S be its
carrier. Then

IlL = sup{11 Lx 11: II x lis ~ I} sup{! x il: Lx = x, Ii x lis'S; I} (11)

IfL interpolates on S (i.e., Lx I S= x 1 SIor all x) then equality occurs in (11).

Proof For each x E qT) let x' denote another element such that
x IS = x' IS and II x lis = jI x' II. Such an x' is given by the Tietze Extension
Theorem. Then

Lx
Ii L I! = sup x

II Lxi! Ii Lx' Ii ,
~ sup -II-1-: = sup -[,-,1-. :s; II L Ii ., x IS iX,
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Now if L interpolates on S, and ifil w'lis :'( I then Lw IS = wIS, Uw = Lw, and
II Lw lis = II w lis :'( 1. Writing k = sup{l. x L: Lx ,= x, II x [Is :'( I} we have
II Lw II :'( k, since L\v is a possible choice for x in the definition of k. Observe
that we proved more, namely II Lx k I' x Is for all x. I

In the remainder of this section, we shall assume that an n-dimensional
subspace Y has been fixed in X, and that a set of n -+- 1 points to ,... , tn has
been fixed in T. The set of functionals {to ,... , tn } is assumed to be total on Y.
Our objective (Theorem 5) is a characterization of the minimal projections
from X onto Y carried by {to ,... , t,J.

As in Section 2, 1> is a functional such that 1> = L;~o 8i ti , 1> 1- Y, and
L 8i I 1. A bonus is the fact that <1> l.

Now let P be a projection of X onto Y carried by {to ,... , t,J Then there
exist Yi E Y such that P c= L7~o ii (X) Yi . It is elementary to prove that

1,/) ,- , 1"L Y, I ,I i L :I,

where A is the Lebesgue function of P, /1 =c L: I Y, I. Two further functions
associated with Pare

n

r(t) = L 8i sgn h(t),
i=O

u(t) = L {I 8, i : Yi(t) = O} (= 0 if all Yi(t) 'F 0).

For any x E X, the critical set of x is the set crit(x) = {t: t E T and
I x(t)1 = II x

LEMMA 2. If sET, z E X, II z il :'( 1, sPz = Ii sop II, and I v(s)1 > u(s),
then 1>(z) v(s) > O.

Proof Since sPz = L z(ti)Yi(S) = L I Yi(s)l, we must have Z(ti) = sgn Yi(S)
whenever Yi(S) =F O. A quick calculation then shows that <1>(z) lies between
v(s) - u(s) and v(s) + u(s). Since I v(s)1 > u(s), sgn[v(s) ± u(s)] = sgn v(s) =
sgn <!>(z) oF o. I

DEFINITION. Put

E = sup{li Y II: Y E Yand Iy(ti)1 :'(; 1 for 0 :'(; i :'( n}.

By Lemma 1, II p II ;:? E for all projections P from X onto Y carried by
{to ,... , tn}·

LEMMA 3. If!1 P II > E, then I v I > u on crit(A).
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Proof Suppose that for some s E crit(A), I v(s)) ,s; u(s). Select Xl and X2

of norm 1 such that xl(t,) == x 2(t,) == sgn yb) if Yi(S) F 0, and Xl(ti) =

-x2(t,) = sgn 8, if y;(s) = O. Then sPxl = sPx2 = i. P Ii. A quick cal­
culation shows that <P(xl ) = v(s) + u(s) and <p(x2) = v(s) - ulS). Since
I vIs): ,s; u(s), there exists A E [0, 1] such that A<P(xl) + (1 - A) <P(h) == O.
Let 11' == AXl + (1 - A) X2 so that <P(w) = 0 and sPw il P II. By Theorem 3,
Pw = Aw. By Theorem t and its proof, J(w -- Aw) ,s; I <P(w) , == O. Thus
W, Aw, and Pw all agree on the set {to ,... , tn }. Consequently, IliPW =c=

I w(t')1 ,s; 1, and by the definition of E, II Pw II ,s; E. Hence P il sPw 'C;;
II Pw 'C;; E, a contradiction. I

THEOREM 5. In order that P (as above) be minimal in the class of all
projections from X onto Y carried by {to ,... , tn } it is necessary and sufficient
that no y E Y have the property that v sgn Y > u on crit(A).

Proof Suppose that P is not minimal in the class described. By Theorem 1
of [4] there exists y E Y such that for all s E S = critC/l),

n

I {i y,(s) - 8iy(s)1 - IY;(5)[1 < o.
'=0

(12)

This implies (but is not equivalent to) the inequality

I {[y,(s)-8i y(s)] sgn y,(s)-y,(s) sgny,(s)} I 1 8,y(s)I<0. (13)
yi(S)o;;t:oO 'lIi(.-;:)c=c,Q

An equivalent formulation of (13) is simply -yv + Iy I u < 0 on S. From
this it is clear that y has no root on S. Hence one can divide by Iy I to obtain
v sgn y > u on S.

For the converse, assume the existence of y E Y such that II y 1/ == 1 and
v sgn y > u on S. For each (n + I)-tuple (ao ,... , ar,) satisfying I (T, I == 1
(for all i), select an element Z E X such that II z II == 1 and Ziti) = ai (for
all i). Denote by Z the set of functions z so selected. Observe that Z is finite.
Observe also that for any operator L: X ----+ Y carried by {to ,... , tn } we have
II L II = max{11 Lz Ii: Z E Z].

Since I v I ;)c v sgn y > u on S, we have (by Lemma 2) <P(z) vIs) > 0 and
<P(z) yes) > 0 whenever Z E Z and sPZ = II P II. By the compactness of
crit(Pz) and the fact that Z is finite, there exists a positive number 8 such
that <P(z) yes) > 8 whenever z E Z and spz = II P II.

Assertion. To each Z E Z there corresponds a positive number (L(z) with
the property that II PZ - A<P(z) y II < II P II whenever 0 < A < (L(z). In order
to prove this, fix Z E Z and consider first the case when II PZ 1/ < II P II. In
this case select (L(z) so that 0 < (L(z) < II P II - II PZ II. Then II PZ - A<P(z) y II 'C;;
Ii PZ I' + A II <P III, y il ,s; II pz if + (L(z) < II P II.
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Now consider the case II pz I, oc= P If sPz c= P then by the definition
of 0, <P(z) yes) > o. If sPz = P II then, because SP( -z) = P [, we
have -<P(z) yes) > o. Define the open sets

VI = {t E T: tPz > } I P and c1J(z) yet) > 0:,

V2 == {t E T: -tPz ::> .~ II P and -c1J(z) yet) > oj.

By the preceding remarks, crit(Pz) C VI U V2 • Consequently the set
K = T\(V1 U V2) is a compact set containing no points of crit(Pz). Hence
there is a number ex such that I tPz 1<y < P II for all t E K. Let ft(z) be
the smaller of Ii P ~- IX and·~ P \1. Let 0 < ,\ < ft(z). If t E VI then

I '\c1J(z) y(t)i '-.:; ,\ ~ } ilP Ii < tPz

I tPz - '\<P(z) y(t)I, = tPz - '\<P(z) y(l) ~ P -- '\0.

If t E V2 then

I '\c1J(z) y(t)\ ~ .~. II P < -tPz

i tPz - .\.<P(z) y(t)l -tPz + '\c1J(z) y(t) ~ II PI - '\0.

If t E K then

I tPz - '\c1J(z) y(l)1 < ex -+- ,\ < II P II·

This analysis shows that I, pz - '\c1J(z) y II <I, P,I as asserted. To complete
the proof, let,\ = min{ft(z): z E Z}. By the Assertion, II pz - .\.c1J(z) y Ii < II P II
for all z E Z. Since the projection P -- ,\clJ ® y is carried by {to ,... , tn}, this
implies that II P - ,\<P ® y Ii < I: P I;· I

4. HAAR SUBSPACES ON AN INTERVAL

We maintain the setting of the previous section, but assume further that
T is an interval [a, b], and that Y is a Haar subspace. Recall that the Haar
property prohibits each element of Y\O from having n roots in [a, b]. Let
P, v, u, and A be as described in Section 3.

THEOREM 6. In order that P be minimal among the projections from X
onto Y carried by {to '00" tn} it is necessary and sufficient that either

(a) II P II = E; or

(b) there exist n -;- 1 critical points of A, SO < 5\ < ... < Sn , such
that sgn v(s;) -sgn V(Si_l) (I ~ i ~ n).
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Proof First suppose that (a) holds. By Lemma 1, every projection
Q: X ->- Y carried by {to ,... , tn } must satisfy II Q II ~ E. Hence the hypothesis
(a) implies that P is minimal.

Next suppose that (b) holds. Then no element y E' Y can have the property
v sgn y > u on S c~ crit(A), for this inequality would require y to have at
least n roots. Hence by Theorem 5, P is minimal.

Finally, suppose that P is minimal and that (a) is not true. Then II P II > E.
By Theorem 5, no y in Y satisfies v sgn y > u on S. By Lemma 3, ! v I > u
on S. Hence no y in Y can satisfy the inequality yv > 0 on S. Since u :-" 0,
v does not vanish on S. Now we verify that sgn v is continuous on S. If
sgn v is di scontinuous on S then consider the two sets

Sl = {tE'S: vet) > O},

S2 = {tE'S: vet) < O}.

One of these sets must contain an accumulation point of the other. But this
is not possible, for as we now show, Sl and S2 are closed. Consider, for
example, Sl . A point t belongs to Sl if and only if L: IYi(t)1 == P II and
L: OJ sgn yJt) > O. Equivalently, there exists a z E' Z (as in the proof of
Theorem 5) such that tPz = II P II and L: z(ti) 0i > O. Since Z is finite, the
set of such t (i.e., Sl) is closed. Now apply the following Lemma to complete
the proof. I

LEMMA 4. Let Y be an n-dimensional Haar subspace in C[a, b]. Let F be a
closed subset of [a, b]. Let 0: F ->- R be a function which has no rOOfS and is
such that sgn 25 is continuous. If no y E' Y has the property 0 y IF> 0 then
there exist n + 1 points to , , t" in F such that to < t i < ... < t n and
0(1,-1) f?i(ti) < Ofor i = 1, , n.

Proof The system of inequalities yet) sgn 0 (t) > 0, (y E' Y, t E' F) is
inconsistent. Hence if U1 , ... , Un forms a basis for Y, then the system of
inequalities L:;~l lIiUi(t) sgn 0 (t) > 0 (IIi E' R, t E' F) is inconsistent. It follows
(see [10, p. 19]) that the origin of Rn lies in the convex hull of{sgn 0 (t) i: t E' F}
where i denotes the n-tuple (ul(t), ... , un(t». By Caratheodory's Theorem
[10, p. 17], 0 lies in the convex hull of some n + 1 points sgn G (t i ) t i .

Arranging these in the order to < ... < tn and applying the Lemma of
[10, p. 74], we obtain 0 (t,-I) 0 (t i ) < O. I

EXAMPLE. If [a, b] = [-1, 1], if Y == ll2' and if {to ,... , t2} = {:±:1, ±s}
for some s E' [t, 1) then the best approximation operator A of Section 2
is minimal, and its Lebesgue function has only 3 critical points. Hence by
Theorem 6, Ii A If = E. See the examples of Section 6.
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THEOREM 7. (Strong Unicity). If P is minimal among the projections
carried on {to ,... , tn} and if II P II > E, then P is the unique such minirnal
projection. Indeed there exists (Y 0 such that all other projections Q carried
by {to ... tn} satislv Q '.1 '. 'I P -t. <P (:9 y I I PI' - ex y

Proof By Theorem 6, there exist So , ... , Sn E crit(ll) such that

v(s;) V(SiI) < 0 (I in). For each i, select Zi E Z such that SiPZi II P II.

By Lemma 3, I ves)! > u(s). By Lemma 2, c[JCz,) v(s/) O. Hence

II Q :1 SiQZ, SiPZi+- c[J(Zi) yes/) I P II +- c[J(z/) yes;). Let cy be the
infimum of maXi c[J(Zi) w(s;) as w ranges over the surface of the unit sphere
in Y. Since v(s;) alternates in sign, so does c[J(z,} Since w(s;) cannot, 'i O.

Thus Q II I P I max, c[J(z,) yes,) P ,y y I

THEOREM 8. lfl pz ,I E whenever I z(t,) I and c[J(z) 0, then P is
minimal among the projections from X onto Y carried by {to .... , III} but it is not
unique. Indeed,for all y in an E-sphere oj' Y, II P -+ c[J y I I P E.

Proof Since the set Z (defined in the proof of Theorem 5) is finite, the
number

E= E -- max{11 pz I: z E Z, c[J(z) oF OJ,

is positive. Since II P I. = maxZEZ pz ii, we conclude (using Eq. (7)) that

E t. P max{11 pz I!: Z E Z, c[J(z) = O}

max{i pz ,I: z E Z, (pz)(t/) = Z(ti)}

max{Lvll:yE Y, [yU;)1 I} E.

Now if Y :,:'; E and c[J(z) =j:C 0, then

If <P(z) .= 0 then pz + c[J(z) y == II pz II
maxzEZ II pz + c[J(z) Y II E. I

I pz +- c[J(z) y II ,IPzll -+ Iy (E E) -+ E == E.

E. Thus II P -+ c[J (X) y ~'-

5. THE CONSTANT LEBESGUE FUNCTIONS

An interesting phenomenon in the study of minimal projections is the
occurrence of constant Lebesgue functions. The Fourier projections into
spaces of trigonometric polynomials have constant Lebesgue functions,
for example. A projection into an n-dimensional space and carried by nl- I
points can have a constant Lebesgue function, but it cannot be minimal
among the projections with that carrier. This fact, together with various
other related matters is discussed in this section,
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We assume that X = C[a, b] and that Y is an n-dimensional Haar subspace
containing the constants. Without loss of generality, the points ti are ordered:
a ~ to < t1 < ... < tn ~ b. As a consequence of this, 0i0i-! < ° for
i = 1, ... , n [7, p. 20]. By changing the signs of all 0i' we can arrange that
sgn Oi = (~ll. Since 1>(1) = 0, :L:,o Oi = 0. In order to rule out some
trivial special cases, we assume that n 3.

LEMMA 15. Let P ==0 :L Si ® Yi be any projection with finite carrier and
constant Lebesgue function from C[a, b] into Y. Then the y/s do not change
sign.

Proof From the equation P = :L Si ® Yi drop any terms for which
Yi C-~ 0. The roots of the remaining y;'s form a finite set. Let J be an interval
in which no Yi has a root. Then Yi on J has a constant sign, ai . On J, we have
:L aj Yi = :L I J'i ! = c. Since c E Y, and J contains as many points as the
dimension of Y, we conclude that :L aiYi =~ c everywhere. Hence
c = :L aiYi ~S; :L [Y, I = c, and a, = sgn Yi everywhere, except at roots of
of Yj . Thus Yi does not change sign. I

LEMMA 16. Let P "':= :L~~o ii ® Yi be a projection of C[a, b] onto Y. If
the Yj do not change sign, say sgn Yi = aj a.e., then aiai-l < 0, i = I, ... , n.

Proof Let Q =0= :L:l ii ® Wi be the interpolating projection for nodes
t1 , ... , tn' Then P = Q + io 0 (I - Q) ® Yo and J'i = Wi - wi(tO) Yo for
i = 1'00" n. Fixing i;:;:: 1, select s so that sgn w,(s) = (-l)i ao . Since
sgn Wi(tO) = -( _1)i, we have sgn y;(s) = sgn[w,(s) - w,(to) Yo] =, (--1)i ao .
Hence aj = (_1)i ao · I

THEOREM 9. Let A = :L~~o ii ® qi be the projection ofbest approximation
from C[a, b] onto Y. Then the set of projections with constant Lebesgue
.unctions carried by {to , ... , tn} is {Pc: c ~ C1 or c ;:;:: c2} where Pc = A - (j> ® c,

IIPel1 = I c I, c = min qi(t)
1 i,t Oi '

Co = max qi(t) .
- i,t Bj

Proof We have Pc = A - (j> ® C = :L ii ® [qi - Bic]. If c ;;? C2 then
G ;;? Bi1q;(t) for all i and t. If i is even, then Oi > 0 and qi ~ 0iC :'( O. If i is
odd, then Bi < 0 and qi - BiG;:;:: O. Hence

If C 'S; C1 then G :'( Bi1q,(t) for an i and t. As before, this implies that
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qi - Bic );; 0 when i is even and it implies that qi - (jiC 0 when i is odd.
Hence APe = L: i q, - Bic! = L:(-I)'(q, .- 8ic) = -c.

For the converse, suppose that P is a projection which is carried by
{to '" tn } and which has a constant Lebesgue function. Then for an appropriate
UE Y,

P A- ~ u Iii [qi (jill].

By Lemmas I and 2, each function qi - Biu has a constant sign a, except
at its roots. and ai ( --1)' (lo . Hence if i' P = c then

(' ~cc '\" : (/. -- 8uLI l 1

Pc . Furthermore,
(-I)i q;/ 8,1=
. (-I)', so that

B, ! c, whence
A --- ~ 11 P.

I

(-I)i and P
! B, !c whence c

-c we have ai

( l)i q,
<J> ( -c)

Thus u is --j-c oro-c. If u e then a,
O~; -(-I)i(q, _.- eie) --( I)'qi
qi!ei . Thus c C2 • In the case u
o (__ l)i(q, -- B,u) (_l)i(q, 8,c)

-c :-s: qi!B, and -c CI . Now P r A

THEOREM 10. Each projectioll of C[a, b] onto Y which is carried bv
{to ,... , t n } and has constant Lebesgue function must have norm-/1 1/ /1 is odd,
and norm ~,n - I ({ n is even.

Proof The 8, with even index sum to .~ because j- L 1[I, L [Ii
2(Bo -T- B2 ._.- B4 .. '). It follows that the [Ii with odd index sum to --~. By
Theorem 9, the minimum norm for the projections contemplated in
Theorem 10 is c min{c2 , -el }. Now

=. max 8;-](1 - 8,)
I even

--1 T (min eif l
.

I even

If 11 is even then there are (/1 .+ 2)/2 8i with even index. Hence

II " 2 .,B B 8 "
--'1~ mini. 0, 2, 4 ""J

"-

whence C2 II +- I. If n is odd, there are (II . I )!2 [Ii with even index. Hence
the same reasoning as before leads to the conclusion that C2 n. A similar
analysis for --CI leads us to conclude that -CI n _.. I when II is even and
-C1 ~ n if n is odd. I
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In the next theorem, we use the notation Z(y) to denote the set of roots
of a function y.

LEMMA 7. Let P == L~~o ti ® Yi be a projection from C[a, b] onto Y.
Assume that

(i) sgn Yi = ai a.e.

(ii) ai = (-I)' a o

(iii) Z( y,) n Z( y;) n crit A p = [J for i c/= j.

Then P is not minimal in the class of all projections(rom C(T) onto Y carried
by {to •... , tnT.

Proof Put S -= crit A p • Let {S1 ,... , srr,J = S n U;:o Z(Yi)' For each i,
Si is a root of exactly one of the y;'s because of hypothesis (iii). Hence for
i = I, ... , m we can select an open neighborhood Ui of Yi in such a way that
Vi n V j ~~ 0 for i c/= j. Let

01 = min min m(n I yiCt)/e j i ,
l~i~m O~j~n lEVi

iri

O2 = min min i y;(s)/e, I .
O~i:::;;;n SES\U:~~l u"

Select E > °such that E < min(01 , ( 2), We shall prove that for some,\ > 0,
P - '\if] ® Eao has norm less than II P Ii. By Theorem I of [4],it suffices to
prove that L !yb) - eiEaO I < L I y;(s)! for all s E S.

If s E S\U:1 UV then Iyb)!ei I :? O2 > E. Hence L IytCs) - BiEao I =

L {! yb)! - E lei !} = A(s) - E.

IfsESn U:1 UvthensE Ujforsomej.lfi c/=jthen lytCs)!Bi i ;.? 01 > E.

Put I = {i: IYls) I ;;?; I BiaoE!} and J = {i: IYi(S)! < i BiaoE I}. Then

L I ytCs) - BiEao I = L {! y;(s) I - i ei I E} + L {E i ei I - IYi(S)!}
I J

,;;;; I IYi(s)1 -lACs) - I IYtCs)i( - E (I - I I Bi I)
I I' J

+ E I Bj I ,;;;; Li(s) - E + E I I 0i i + E I OJ I
J

,;;;; A(s) - E + 2E I e j I <: A(s).

Here we used the inclusion J C {j}, and the fact that I ei I < t. The latter
follows from the hypothesis n ;;::: 3. I
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THEOREM 11. A projection with constant Lebesgue function carried by

n + 1pointsfrom C[a, b] onto Y cannot be minimal in the class ofallprojections
carried by those n + 1 points.

Proof Suppose on the contrary that P == L.~ 1; ® Yi is a projection with
constant Lebesgue function which is minimal in the class of all projections
carried by {to ,... , t r,}. Let A :== L.~ t i ® qi be the "best approximation"
operator for these n + 1 points. Then for some c, P c== A .+- <P ® c, and
Yi = qi + 8ic. Assume a to < ... t" b. By Lemma 7, two y/s
have a common root. Suppose s is a root of Y,> and y" .

Now s ¢ {to ,... , tn} because

Since i c I = II P Ii > 1 by Theorem 9 of [6], Yi(t j ) can vanish only in the case
i =j.

Define w = 8"Y" - 8vY". For all j, w(tj) === 8"y.(tj) - 8v y,,(tj)

8,,[ovj - (-l)i 8v + 8vc] - 8v[o"j -- (-I)j 8" + 8"c] = 8"ovj - 8vo"j. If
j = v, then w(tj) = 8" oF O. Hence WE nO. Trivially, w(s) = O. If
j E {O,... , n}\{/L, v} then w(t j ) = 0. Hence W has n distinct roots, contradicting
the Haar property of Y. I

Remark. That n 3 is a necessary hypothesis can be seen from the
example of first degree polynomials in C[a, b]. Interpolation at the endpoints
of the interval is a projection of norm I having a constant Lebesgue function.

6. PROJECTIONS ONTO POLYNOMIAL SUBSPACES

The considerations of the preceding sections are specialized further to
the space C[ -1, 1] and its subspace JIn - 1 consisting of polynomials of degree
~n - I. Our choice of interval is a matter of convenience, not necessity.
And we use the subspace JIn - 1 rather than JIn because we want the dimension
to be n, as it was in the previous parts of the paper.

THEOREM 12. For any set N of n + 1 nodes to < ... < tn in [-1, I], let
A(N) be the projection of best approximation on these nodes, projecting
C[ -1, 1] onto JIn - 1 • Among the minimal such projections (varying the nodes
but holding n fixed) there is one for which the endpoints of the interval are nodes.

Proof Let A(N) be a minimal such projection. If to > -lor t n < -+ 1
then select f3 and y so that the map t -->- t' == f3t + y carries to into -1 and
t n into -+-1. We shall prove that II A(N')II ~ Ii A(N)I!, where N' = (to' , ... ,tn ')·
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The operator A is given by the formulas

n
",,'A = L. ti ® qi,
i=O

n

Zi(t) = O:i TI (t - t j ),

j~O

h'i

n

O:i = TI (t i - t j )-I,
j=O
Hi

n

8i =(-I)no:i /I.. IlYjj,
j~O

n

r = I.. (-I)i Zi .
i=O

These functions and coefficients depend on N, and we note that qi(N', t') =
q;(N, t). Hence

II A(N')II = sup I.. 1qi(N', t')1 = sup I.. I qi(N, t)1
-l~t'~l to~t:::;;tn

~ sup I.. I qi(N, t)1 = II A(N)II. I
-1<1<1

EXAMPLE. Select s EO (0, 1) and let (to , t1 , t2 , t3) = (-1, -s, s, 1). Con­
sider the subspace ll2 of quadratic polynomials in C[-1, 1]. For this example
we shall give the values of 8i , the "best approximation operator",. and its
norm:

80 = s/o:, 0: = 2(1 -+ s),

81 = -I/rx,

82 = 1/0:,

83 = -s/o:,
qo = (t 2 - t + st - S2)/fJ,

q1 = (-t 2 - t + st + 1)/fJ,
q2 = (-t 2+ t - st + I)/fJ,

q3 = (t 2+ t - st - S2)/fJ,

As=Iii®qi'

1
:~ 7'

II As II = 1 + S2

1 - S2

fJ = 2(1 - S2),

0< s ~ t,

·~~S<l.
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o
S ::::-= ~.,

.\ s < I.

The values of Bi can be checked by verifying LIB,. = I and L B,.t,. E Y.
The values of q,. can be checked by verifying A)' y for y E Y and
L (~1)" qi CC"~ O. The calculation of il A, is more tedious. The function
L i qi 1 is even, and piecewise quadratic. An analysis of the roots of the
functions q,. is thus called for. The function C/o has two roots, /\ and r2 , which
satisfy r1 < °< r2 < I. The function q1 has one root in the interval (- 7), I)
and another, r3 , in the interval (--r[, r2). Since qa(t)c.= qo( -t) and
q2(t) = q1(--t), all the roots of IIqi in [0. I] are (in order) '1' ';1 , '2 . On
[0, -~r1]' the Lebesgue function "1 is-qo - _. ql -t' q2 q;l and has as its
maximum value (1+- S2)/0-- S2). On [ 'j' r:J. i1--qo ql q2-- qa '
The global maximum of the function is (5 --- s2)/(4 ~ 4s2), and this value
does not exceed max{A(O), A(I)}. On the interval [ra , '2], ./1 ~(jll ql
q2 ,- q;l , and its maximum value is at r2 . Finally, on the interval [r2 , I],
A= qo -~ (II -;- (j2 + q3 , and its maximum is (s -I- 2)/(sl- I). The formula
for II A 811 now depends on the assertion that (1 -l- S2)/(l - S2) (s -, 2)/(s J)

iff ~ s < I.

THEOREM 13. The norm oj' As is a minimum onl)' ij' s= t, and the value
is then i- For each s E [t, 1), A., is a minimal in the class of all p,ojections
from C[ -I, I] onto II2 carried by i ~ I. -s, s, I}. For each s E (O,D, A.< is not
minimal in this class.

Proof The first assertion follows at once from the formula given for
II As I:. The second and third assertions involve applications of Theorem S.
One needs to know that

I
i-I, I},

crit I I q,. c-= i~ I, 0, I},
{O},

If t < s <: I then v (as defined before Theorem 5) has a root at 0. Hence
the sufficient condition for minimality is fulfilled. If °< s <~, the function
y(t) =c- t has the property that v sgn y :> u on the critical set, {~I, I}. I

The proof of the following theorem is too long to be included here.

THEOREM 14. JfO < s < ~ then the minimal projection ofC[-I, I] onto
II2 carried by {-I, _os, s, I} is the operator Po == A, - )"rJ> @ e, where As
is as described above,

e(t) = t, and

The norm of Psis (2 -;- s - A)( I + S)-l and the critical points of its Lebesgue
function are ±1 and ±Hl -+- )..s)(1 -- s). JfO < s < 1, then P s is the unique
such minimal projection.
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